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The evaluation of unsupervised outlier detection algorithms is a constant
challenge in data mining research. Little is known regarding the strengths and
weaknesses of di�erent standard outlier detection models, and the impact of
parameter choices for these algorithms. The scarcity of appropriate benchmark
datasets with ground truth annotation is a signi�cant impediment to the eval-
uation of outlier methods. Even when labeled datasets are available, their suit-
ability for the outlier detection task is typically unknown. Furthermore, the
biases of commonly-used evaluation measures are not fully understood. It is
thus di�cult to ascertain the extent to which newly-proposed outlier detection
methods improve over established methods. We performed an extensive experi-
mental study [1] on the performance of a representative set of standard k nearest
neighborhood-based methods for unsupervised outlier detection, across a wide
variety of datasets prepared for this purpose. Based on the overall performance
of the outlier detection methods, we provide a characterization of the datasets
themselves, and discuss their suitability as outlier detection benchmark sets. We
also examine the most commonly-used measures for comparing the performance
of di�erent methods, and suggest adaptations that are more suitable for the
evaluation of outlier detection results.

We present the results from our previous publication [1] as well as additional
observations and measures. All results are available online in the repository at:
http://www.dbs.ifi.lmu.de/research/outlier-evaluation/
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